Analysis of model sensitivity and predictive uncertainty of capture zones in the Española basin regional aquifer, northern New Mexico
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Abstract Predictions and their uncertainty are key aspects of any modelling effort. The prediction uncertainty can be significant when the predictions depend on uncertain system parameters. We analyse prediction uncertainties through constrained nonlinear second-order optimization of an inverse model. The optimized objective function is the weighted squared difference between observed and simulated system quantities (flux and time-dependent head data). The constraints are defined by the maximization/minimization of the prediction within a given objective function range. The method is applied in capture-zone analyses of groundwater supply systems using a three-dimensional numerical model of the Española basin aquifer. We use the finite-element simulator, FEHM, coupled with parameter-estimation/predictive-analysis code, PEST. The model is run in parallel on a multi-processor supercomputer. We estimate sensitivity and uncertainty of model predictions, such as capture zone identification and travel times. While the methodology is extremely powerful, it is numerically intensive.
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INTRODUCTION

Models are an important and widely-used tool for the analysis of natural hydrogeological systems. Typically, a model is calibrated against known system behaviour by inversion and is then applied to make some predictions. Any model prediction is undoubtedly uncertain. Sources of uncertainty such as conceptualization, parameterization and discretization (grid-resolution) errors in the model are very important but are difficult to evaluate (cf. Caganis & Smith, 2001). Uncertainty in model parameter estimates (Carrera & Neuman, 1986) is also important; quantitative analysis of the significance of this source of model uncertainty to model predictions is the focus of this paper.

For a given model, due to uncertainty in the observations, discrepancy between observed and simulated system behaviour, low model sensitivity of estimated parameters, and correlations among their respective estimation errors, there may be multiple parameter sets that produce equally well-calibrated results (as calculated by some measure), but that provide quite different predictions. Detailed exploration of the parameter space through Monte Carlo analysis can be extremely computationally intensive, and may in fact produce a very small set of parameter combinations that
result in calibrated models. One way to circumvent this problem is through local sensitivity analysis of the predictions with respect to the model parameters for the calibrated model. This approach is only valid for a small portion of parameter space in the vicinity of calibration point due to correlations among parameter estimates and common model nonlinearity. A better approach is to estimate uncertainty in the model predictions by constrained non-linear optimization of the inverse model, or so-called prediction analysis (Vecchia & Cooley, 1987; Doherty, 2000; Keating et al., 2000; Vesselinov et al., 2001). The optimized objective function is the weighted squared difference between observed and simulated system quantities. The constraints are defined by the maximization/minimization of a given prediction within an objective-function range, which is defined by the expected level of uncertainty. This analysis allows an efficient, though computationally intensive, way to determine the impact of parameter uncertainty on the model predictions. This analysis does not depend on assumptions about model linearity, and takes into account the uncertainty in the calibration targets and correlations among parameter estimates. The method is applied in capture-zone analysis of groundwater-supply systems using a three-dimensional (3-D) numerical inverse model of the Española basin aquifer.

HYDROGEOLOGICAL SETTING AND MODEL DEVELOPMENT

The Española basin is an important source for municipal and agricultural groundwater supply in northern New Mexico, USA. Los Alamos National Laboratory (LANL) is situated in the western margin of the basin (Fig. 1). Due to concern over the potential impact of present and past laboratory activities on the groundwater, LANL is conducting an extensive characterization programme. A vital element in the programme are model analyses, which have been used for conceptualization and parameterization of the aquifer, design and siting of new characterization wells, and prediction of the fate and transport of potential contaminants.

Details about the regional hydrogeology and the model development can be found in Keating et al. (2001). Topographic relief in the basin exceeds 2100 m. The Rio Grande, the Rio Chama, and the lower reaches of many tributaries comprise the regional groundwater discharge zone. The climate is semiarid, with total precipitation ranging from 18 to 86 cm. Annual precipitation is strongly elevation dependent. Aquifer recharge is primarily from infiltration in the higher elevations—estimates range from 7 to 26% of total precipitation. Due to low precipitation rates and high evapotranspiration demand, little or no recharge occurs at lower elevations, other than along stream channels. The aquifer is predominately comprised of weakly consolidated basin-fill sedimentary rocks over 3000 m thick near the basin axis. Contours of water level data indicate that hydraulic gradients are generally towards the Rio Grande.

Three-dimensional inverse models have been developed using the finite-element simulator FEHM (Zyvoloski et al., 1997), grid generator LaGriT (Trease et al., 1996), parameter-estimation and predictive-analysis code PEST (Doherty, 2001). We have coupled a relatively coarse-grid basin-scale model with a high-resolution site-scale model via flux boundary conditions (Keating et al., 2003). Medium heterogeneity is defined by a 3-D geological basin model. We have identified 23 geological units, including two fault zones; only some of these units exist within the site-scale model.
Due to insufficient information about the connectivity between surface and subsurface water, the major rivers within the basin are simulated as specified head, even though this is a significant simplification of the actual hydrogeological conditions.

Although actual patterns of recharge in the basin are undoubtedly complex, we use a very simple time-invariant recharge model whose parameters are estimated in the inverse process. We define two types of recharge: (a) areal recharge, which is spatially distributed based on the ground-surface elevation, and (b) canyon-focused recharge. Our model parameters are the total recharge flux, $Q$, the elevation below which no areal recharge occurs, $Z_{\text{min}}$, and the ratio between total canyon-focused and total areal recharge, $\kappa$.

Fig. 1 Plan view of basin- and site-scale model domains and grids. Inset shows a portion of the site model where the capture-zone analysis is performed.
PARAMETER ESTIMATION

We estimated the model parameters for both basin- and site-scale models independently (Keating et al., 2003) using the code PEST, which is based on the Levenberg–Marquardt algorithm. The objective function subject to minimization is defined as:

\[ \Phi = [c - f(b)]^T W [c - f(b)] \]  \hspace{1cm} (1)

where \( c \) is a vector \((N \times 1)\) of optimization targets, \( b \) is a vector \((M \times 1)\) of model parameters, \( W \) is a diagonal weight matrix \((N \times N)\), and \( f \) is our model. By minimizing \( \Phi \), the algorithm searches for the maximum-likelihood parameter set \( b \) that provide the best fit between simulated \( f(b) \) and measured \( c \) quantities. The vector of optimization targets includes: (a) "pre-development" steady-state heads and fluxes to the rivers, and (b) transient heads over a 50-year development period. The vector \( b \) includes: (a) the recharge parameters \((Q, Z_{\text{min}}, \kappa)\), (b) permeability \((k)\) of the various hydrostratigraphic units, and (c) the globally uniform specific storage \((S_u)\). The total recharge \( Q \) available to the site-scale model is determined by the basin model; during site-scale model calibration, we only allow redistribution of \( Q \) over the model domain by varying \( Z_{\text{min}} \) and \( \kappa \). The relative weight of each optimization target, defined subjectively, is represented by \( W \), based on the measurement quality and spatial clustering of wells.

The details of our procedure and results are described in Keating et al. (2001). We use the parameter estimation process to determine the extent to which the recharge model and hydrogeological zonation are justified, given the available calibration targets. The inverse results support the conceptual model that very little or no recharge occurs below certain elevations; in fact, the \( Z_{\text{min}} \) is determined with relatively low uncertainty for both models. All the hydrostratigraphic units and fault zones are assumed to be uniform; most are assumed to be isotropic. For some, we have tried to distinguish between horizontal and vertical permeability components, but the available data allow this for only three of the units. Analyses of parameter sensitivities and covariance eigenvectors of estimation errors suggest that the available data do not support the degree of detail present in the hydrostratigraphic model, and so some units have been combined. Parameters successfully estimated by the site-scale inverse model and their respective 95% linear confidence limits, are shown in Table 1.

PREDICTIVE ANALYSIS

Previously, using both forward and reverse particle tracking methods, we have estimated the capture zones of the major water-supply well fields in the region (Vesselinov & Keating, 2002). A particularly important result from these analyses was that potential contamination entering the saturated zone beneath Mortandad Canyon at LANL would eventually be captured by a nearby municipal water-supply well (PM-5). According to our calibrated site-scale model, the median arrival time is approximately 5600 years, and about 80% of the plume will be captured within 10 000 years. However, since our model parameters are uncertain, it is reasonable to assume that this prediction is uncertain. We apply predictive analysis to determine the range of predictions.
Table 1 Selected parameter estimates derived from calibration and predictive analysis of the site scale inverse model about mass captured at PM-5.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Calibration estimates</th>
<th>Predictive estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Estimates</td>
<td>Conf. limits</td>
</tr>
<tr>
<td>Recharge:</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Z_{\text{min}}$ (m)</td>
<td>2214</td>
<td>362</td>
</tr>
<tr>
<td>$k$ (-)</td>
<td>0.03</td>
<td>27.3</td>
</tr>
</tbody>
</table>
| Pemecabilities (log$_{10}$ (m$^2$)):
| Cerros del Rio Basalts | -11.93                | 0.40                 | -11.95   | -11.71   |
| Puye Fanglomerate horizontal | -14.23                | 3.24                 | -14.24   | -14.08   |
|             | vertical              | -14.96               | 2.95     | -14.93   | -14.99   |
| Chaquelui Formation horizontal | -13.31                | 0.29                 | -13.42   | -13.27   |
|             | vertical              | -15.61               | 1.44     | -15.40   | -15.84   |
| Santa Fe Group horizontal | -13.08                | 0.17                 | -13.05   | -13.09   |
|             | vertical              | -15.36               | 0.24     | -15.38   | -15.39   |
| Specific storage log$_{10}$(m$^3$) ($S_{s}$) | -3.70               | 0.43                 | -3.67    | -3.73    |
| Mass captured (%) | 80                    | -                    | 100      | 0        |
| Mean travel time (years) | 5600                 | -                    | 1700     | >10 000  |

possible, given our calibration criteria, and to determine which of the uncertain parameters most influence predictive uncertainty. The basis for this analysis is as follows. If we define a prediction $p$ as:

$$p = f(b)$$

where $f$ is our model under predictive conditions, and unknown $b$ maximizes/minimizes $p$ subject to:

$$[c - f(b)]^T H [c - f(b)] = \delta \Phi_{\text{min}}$$

where $\Phi_{\text{min}}$ is defined for the maximum-likelihood estimates $b_{\text{ML}}$. For the maximum-likelihood case (Bard, 1974):

$$\delta = \frac{N}{N - M} F_{\alpha}(N, N - M) + 1$$

where $F$ is the F-distribution and $\alpha$ is the confidence level. The constrained optimization of $b$ is solved using PEST as an iterative nonlinear Lagrangian problem as proposed by Vecchia & Cooley (1987).

The potential release of contamination from the canyon is simulated as an instantaneous source of 10,000 particles, released within a relatively small area $(10 \times 10 \text{m}^2)$. We simulated conservative, advective-dispersive transport of these particles for 10,000 years, and estimated the model uncertainty about two predictions: (a) the proportion of total mass captured by PM-5; and (b) the median arrival time. For the purpose of this analysis we fix porosity and all other transport parameters (Vesselinov & Keating, 2002). We vary all the model parameters listed in Table 1.

RESULTS AND CONCLUSIONS

Our results suggest that significant uncertainty exists with our predictions of total mass captured by PM-5, and also of mean travel time to this well. The results of the total-
mass-captured predictive analysis are shown in Table 1 and Fig. 1. Within the 95% confidence range of our best parameter estimates we find that the contamination plume can be either entirely captured or entirely missed by the pumping well. A snapshot of the particle distribution 10 000 years after their input and the head (m) contours are presented in Fig. 1. On the figure, the particles locations (small pluses) define the predictive estimate of the plume for the case of no contamination reaching the well, and solid lines represent the respective flow field. For the other extreme predictive case, all the contamination is already captured at the well and that is why no particles are shown; dashed lines define the head contours. This is achieved with relatively small changes in the model parameters (Table 1), which modify the flow directions substantially enough (Fig. 1) but produce a satisfactory match between observed and simulated calibration targets. Most of the model parameters are defined with relatively high estimation uncertainty; however, only the recharge parameter $k$ dictates the predictive uncertainty. This parameter explicitly defines the amount of water recharged along the canyon; the higher the $k$, the higher the canyon recharge. This result allows us to concentrate on data collection to improve estimation of canyon recharge rates so that we will able to decrease the predictive uncertainty of our model. However, it is important to note that this result is specific to this particular model prediction and cannot be generalized to other model applications.

In the total-mass-captured predictive analysis, median arrival times range from 1700 to more than 10 000 years (no contamination reaches the well within 10 000 years). Similar predictive analysis about the median arrival time identified an even lower value—1300 years.

Our results demonstrate that uncertainty in the model predictions can be substantial and are important to analyse. The constrained nonlinear optimization of an inverse model, or the so-called predictive analysis in PEST, is an extremely powerful tool for analyses of predictive model uncertainty. A major disadvantage of the applied second-order search method for nonlinear optimization is that the global minimization of both estimation and predictive analyses, is not guaranteed. Therefore, we plan the utilization of other, more robust, search algorithms. Future work will also include analyses of the impact of model errors (conceptualization, parameterization and discretization) on the uncertainty of our predictions.
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